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First Pull Request
KGAT: Ablation Study

• Three ablation study experiments in Section 4.4.3


• On TransR embedding component: remove difference loss


• On the attention mechanism: use same attention for different triplets


• On both

Xiang Wang, Xiangnan He, Yixin Cao, Meng Liu and Tat-Seng Chua. KGAT: Knowledge Graph Attention Network for Recommendation. KDD, 2019
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First Pull Request

• Loss of knowledge graph training decreases to a meaningless level


• More effective early training


• Final performance expected to be weaker
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KGAT: Ablation Study



Second Pull Request

• Based on yoharol’s repository


• Added parser support for hyper parameters
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BerConvoNet: Add Parser



Third Pull Request

• Multiple variations for ResNets, but with similar architectures and behavior


• Create a dict, to look up ResNet structures


• Source for pre-trained models only provides ResNet50 and ResNet101
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BackgroundMatting: Multiple Backbone ResNet Options

Kaiming He, X. Zhang, Shaoqing Ren and Jian Sun. Deep Residual Learning for Image Recognition. IEEE Conference on CVPR, 2016



Pull Request I Received
Visualization for Classification Embeddings

embedding

prediction

classifier reconstruct

with a value 
changed

Shuhan Zheng. https://media-comp.github.io/2022/slides/week11_joshua-shuhan.pdf
Yann LeCun, Corinna Cortes, and Christopher JC Burges. The mnist database of handwritten digits. 1998



Thank you!


